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Abstract 

 
Aims: This study aims at determining the classification results using the Bayesian Additive Regression Trees 

(BART) method on bank credit collectability data, where there is a class imbalance in the data. 

Study Design: Quantitative Design. 

Place and Duration of Study: The used data are secondary data in the form of bank debtor’s credit 

collectability data with nine predictor variables and one response variable in the form of credit collectability. 

They are collected from Banks in East Java, Indonesia, from the date of 01 May 1986 to 31 May 2018. 

Methodology: The Bayesian approach is one of the estimation methods in statistics that is currently being 

popularly used, this is because the rapid development of technology makes computational challenges no 

longer a problem. The Bayesian estimation continues to develop and can be used in various statistical 

methods, for instance both for regression and classification. The Classification and Regression Trees (CART) 

method is one of the most popular classification methods used. Debtors, in a bank, who have delinquent 

Original Research Article 



 

 
 

 

Naufal et al.; Asian J. Prob. Stat., vol. 23, no. 1, pp. 16-27, 2023; Article no.AJPAS.100802 
 

 

 
17 

 

credit have a small proportion compared to debtors who have current credit. Standard classifier methods such 

as CART are not suitable for handling this case, as CART is sensitive to classes that have a high degree. 

Hence, additional methods such as ensemble BART (Bayesian Additive Regression Trees), are needed in 

order to increase the accuracy of classification in cases of class imbalance. 

Results: The results of the cross-validation on the BART show a high consistency of classification accuracy, 

83.49%. This indicates that the BART method can work consistently even though there is a class imbalance. 

The results of this study indicate that the classification accuracy of the training data is 84.53%, while the 

accuracy in the testing data is 85.48%. These results also show that the BART method has ability to 

overcome overfitting in the classification method, where overfitting often occurs in most of the classification 

methods that have very good classification abilities. 

Conclusion: The testing data show that the accuracy is relatively similar to the one of the training data, this 

indicates that the BART method has been able to capture patterns in the data. 

 

 

Keywords: BART; CART; ensemble; class imbalance; credit collectability. 

 

1 Introduction  

 
Rapid technological developments make computational challenges no longer a problem. This has an impact on 

the widespread use of Bayesian methods for estimation in several current statistical models. The conclusion 

from the Bayesian estimation method that is clear and direct (utilizing all available information) makes this 

method fundamentally very powerful and flexible to use compared to the classical or likelihood approach [1]. 

“Although the Bayesian approach requires determining the prior distribution (viewed as a Bayesian weakness), 

on the other hand, if it is precise in determining the prior distribution, this method will be much stronger than 

the classical approach. The Bayesian approach has now been developed and can be used in various statistical 

methods, both for regression and classification. Classification and Regression Trees (CART) is a supervised 

learning classification method which is a branch of the decision tree method. The advantage of this classification 

method is that it can be used for predictor variables on a categorical or continuous scale and it is also capable of 

handling very large data [2], hence in practice this method is so popular”. 

 

“In the real world, the main problem that poses a challenge in classification methods is class imbalance, which 

has attracted the attention of academicians and researchers in recent years” [3]. “Class imbalance occurs if there 

is an unequal number between classes contained in a data set (unbalanced data distribution)” [4]. “Class 

imbalance can be defined as well as a condition in a data set where there are classes that have a large size while 

other classes are only represented by a few objects” [5]. “The standard classification methods generally have 

poor performance in cases of class imbalance, as the methods pays little attention to minority classes in 

unbalanced data sets” [5]. Therefore, the classification rules that predict the minority class tend to be weaker 

than the rules that predict the majority class. As a result, the minority class is more frequently misclassified than 

the majority class. 

 

Banking is one of the financial institutions that have an important role in the economy of a country. Banks act as 

financial intermediaries and are also the center of the economy in a country. One of the main functions of a bank 

is to properly mobilize public savings funds. The funds received by the bank from the community will be 

channeled back to the community in need in the form of credit. Credit is the main factor that is most dominant in 

bank income. Furthermore, banks need to be careful in managing their credit services, so that credit risk can be 

controlled. The bank is also one of the service providers in channeling home ownership loans. With increasing 

population growth, this will also have an impact on increasing the desire of the public or consumers to own a 

home. Increased consumer desire to own a home can provide benefits for the bank. However, the increase in 

consumer desire to own a home also poses a risk to banks. This risk arises if the credit provided by the bank is 

not returned on time. In this study, a classification of bank credit collectability was carried out. This is necessary 

and important to do so that in the future the bank can predict prospective debtors who have the potential to have 

delinquent loans. 

 

“The main problem that occurs in this study is bank credit collectability data, where debtors who are categorized 

as current class and delinquent class have an unequal class comparison. Delinquent class debtors have a very 

small proportion compared to current class debtors. This will potentially make the results of classification using 
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CART have inaccurate predictions. Decision trees have a weakness in class imbalance because the sorting 

criteria in decision trees use the Gini Index, that is sensitive to classes with a high degree” [6]. Therefore, we 

need a method to overcome the class imbalance. 

 

“The ensemble method is an effective method for increasing classification accuracy in class imbalance cases” 

[5]. One of the ensemble methods that recently emerged is BART. The ensemble BART (Bayesian Additive 

Regression Trees) method can improve the performance of a classification method in class imbalance cases by 

giving more weights to misclassified objects (misclassified objects are often in a minority class). This method 

also makes it possible to build flexible empirical models to help exploring the data. Modeling with BART uses 

Bayesian estimation techniques to compute and positively aggregate the regression tree. 

 

Previous research [7] discussed the use of ensemble boosting CART on unbalanced bank credit collectability 

data. In that study, the obtained results were that the performance of the ensemble boosting CART had very 

good results in classifying unbalanced data. However, in that study the ensemble boosting CART method had a 

weakness although the training data had very good classification results of up to 98% while using testing data 

produced 84% accuracy. The results of this accuracy are indeed good but also show that there is overfitting in 

the boosting CART method, shown in quite large difference in accuracy between the training and testing data. 

Hence, in this study we want to know whether class imbalance can be overcome by the Bayesian approach, 

more specifically Bayesian Additive Regression Trees (BART). 

 

2 Methodology 

 
2.1 Classification and Regression Trees (CART) 

 
“A classification method known as Classification and Regression Trees (CART) was introduced in 1984 by 

Breiman, Friedman, Olshen and Stone” [8]. In CART there are two important steps that must be taken to get a 

tree with optimal performance, namely the first is sorting objects repeatedly based on certain attributes, the 

second is pruning. The pruning step is carried out to avoid overfitting, which is a condition where the results of 

classification accuracy are good for training data but poor for testing data. Pruning works by turning a node into 

a final node (terminal node), meaning that no more node sorting is done after that. So that a classification tree 

will be formed with fewer node sizes. 

 

2.1.1 Splitting  
 

“Formation of a classification tree using training data. The training data will be disaggregated using the measure 

of impurity level i(t), which is a measure of the degree of heterogeneity of a particular node in the classification 

tree. There are several measures of impurity that are popularly used, namely Information Gain, Gain Ratio, Gini 

Index and Entropy” [9]. “The measure of impurity that is often used is the Gini index, as it is easy to apply” [8]. 

In the following, the heterogeneity function of the Gini index is presented 

 

  2( ) 1 ( | )
j

i t p j t                                       (1) 

 

where i(t): Gini impurity/Gini index of node t; p(j|t): probability of an object being classified to a particular node 

or class t. 

 

Splitting begins by looking for all possible splitting on all predictor variables. Goodness of split is an evaluation 

of splitting by classifier s at node t which is defined as a decrease in heterogeneity [8]. The heterogeneity 

measure of Goodness of split is the reduction of the gini index value at the nodes before splitting and after 

splitting into the left node    and the right node   . The Goodness of split function is presented in the following 

equation. 
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Where   ( , ) ( , )s t i s t : The goodness of split heterogeneity measure on splitting objects s and t nodes; where s 

is a candidate split at node t; i(t): Gini index value at the t
th

 node; pL: Probability of splitting to left node; pR: 

Probability of splitting to right node; i(tL): Gini index value at left node tL; i(tR): Gini index value at right node 

tR; tL and tR are the left and the right children of note t using split s; pL and pR are the proportions of records in 

node t tL and tR, respectively; p(j|tL) and p(j|tR)  are the proportions of class j records in tL and tR respectively. 

 

Formation of a tree structure is done by looking for all possible splitting at each node starting from the main 

node. Then look for a disaggregation s* that is capable of producing the highest heterogeneity value among all 

disaggregations s presented in the form of the equation below. 

 

  ( *, ) max ( , )sCSi s t i s t                                       (3) 

 

Where  ( *, )i s t : The goodness of split heterogeneity measure on the object of selecting s* and t nodes which is 

capable of producing the highest heterogeneity. 

 

2.1.2 Class assignment 

 

Class label marking is done to determine the most dominant class of a node. This is done to find out the 

characteristics of the observation classification for each node that is formed. Class labeling for each node is 

created based on the proportion of the largest class. The proportion of the largest class shows the class that 

dominates in that class. The following is the probability function of class marking which is presented in the 

below equation.  

 

 0

( )
( , ) max ( , ) max

( )

j

j j

N t
p j t p j t

N t
                      (4) 

 

Where p(j0,t): the proportion of class j0 node t which is the highest proportion; p(j,t): proportion in class j node t; 

Nj(t): the number of observations at the j
th

 class t node; N(t): number of observations at node t. 

 

2.1.3 Tree pruning process 

 

“A classification tree that has been designed from the splitting process will produce a tree with a very large size 

structure (having many endpoints), this tree is commonly called the Maximal tree (Tmax). The tree pruning 

steps are needed such that the overfitting phenomenon does not occur. Overfitting is a condition where the tree's 

ability to classify training data is very good, but it is very bad at classifying new data (testing data), this occurs 

since too much splitting is done by the node, so the node needs to be trimmed” [9]. After pruning is done, an 

optimal classification tree will be formed. There is a relative value that can be used to assist in selecting the 

optimal classification tree, namely the relative error. It is a value obtained from the division between the 

resubtition estimate and the classification error at the main node (root node error). Resubtition estimate is a 

misclassification obtained from a classifier (in this case a classification tree). The following is the probability 

function of the resubtition estimate. 

 


  1

1
( ) ( ( ) )

N

t t n ni
R T I T x y

N
                       (5) 

 

Where ( )tR T :  resubstitution estimate (proportion of errors in subtrees) in tree T node t; ( ( ) )t n nI T x y :Gini 

index heterogeneity function. The relative error value can be defined into an equation which will be presented 

below. 

 


1

( )
e( )

( )

t
t

R T
R T

R T
                                       (6) 

 



 

 
 

 

Naufal et al.; Asian J. Prob. Stat., vol. 23, no. 1, pp. 16-27, 2023; Article no.AJPAS.100802 
 

 

 
20 

 

Where e( )tR T : resubstitution estimate of a tree T node t at complexity e; ( )tR T : resubstitution estimate 

(proportion of errors in subtrees) in tree T node t; 1( )R T : resubstituting estimate (proportion of errors in sub-

trees) in the initial node T tree. 

 

Pruning works by turning child nodes into terminal nodes, such that no further splitting is done after that. Thus 

the size of trees will be reduced. The pruning process will result in a trade-off between relative error validations 

(the used validation is K-fold cross-validation). The number of terminal nodes formed on a pruned tree will 

produce a tree that can capture the real pattern, in other words not prone to overfitting [9]. 

 

2.2 Ensemble Method  

 
“The standard classification method generally has poor performance in cases of class imbalance because this 

classification method pays little attention to minority classes in unbalanced data sets” [5]. “Therefore, the 

classification rules that predict the minority class tend to be weaker than the rules that predict the majority class. 

As a result, the minority class is more frequently misclassified than the majority class. Decision trees have a 

weakness in class imbalance because the splitting criteria in decision trees using the Gini Index are sensitive to 

classes that have a high degree” [6]. 

 

“The basic principle of ensemble method is to develop a set of models from training data. Then, combining a set 

of models to determine the final classification. The final classification is based on the largest pool of votes from 

a combined set of models. The most frequently used examples of ensemble methods are Bagging and Boosting” 

[2]. 

 

2.3 Bayesian Additive Regression Trees (BART) 

 
Bayesian Additive Regression Trees (BART) was first introduced by Chipman, George, and McCulloch [10]. It 

is a Bayesian approach used for estimating nonparametric functions using regression trees. Regression trees rely 

on recursive binary partitioning of the predictor space into a set of hyperrectangles to estimate some unknown 

function f. The predictor space has the same dimensions as the number of variables. Tree-based regression 

models have the ability to flexibly adjust for interactions and nonlinearities. Models consisting of multiple 

regression trees have an even greater ability than single trees to capture interactions and non-linearity as well as 

additive effects in unknown function f. BART can be thought of as an ensemble of tree counts, with a novel 

estimation approach that relies entirely on Bayesian probability models. Specifically, the BART model can be 

expressed as: 

 

              1 2 ...M M M

mY f X T X T X T X  

      2(0, )n nN I             (7) 

 

The prior of the BART method has three components, namely: the tree structure itself, the leaf parameters given 

by the tree structure, and the error variance 2  or independent errors of the tree structure and leaf parameters. 

The following gives the prior function of BART: 
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t l
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      (8) 

 

where in the last equation follows the additional assumption of conditional independence from the leaf 

parameter considering it is a tree structure. Where, P(Tt) is the previous component that affects the location of 

the nodes in the tree. The node depth is defined as the distance from the root. So, root itself has a depth of 0, its 

first child node has a depth of 1, the second child node, and so forth. Nodes at the d
th

 depth are nonterminal with 

prior probabilities of α (1 + d)
−β

 where α ∈ (0, 1) and β ∈ [0, ∞]. The former tree structure component had the 

ability to enforce shallow tree structures, thereby limiting the complexity of each single tree and resulting in 
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more regularization models. The default values for the hyperparameters α = 0.95 and β = 2 (using the Beta 

distribution) are recommended by Chipman, George, and McCulloch [10]. 

 

The final prior is on the error variance and is chosen to be   2 . ,
2 2

vvInv Gamma , statistic λ is 

determined from the data such that there is a q = 90% a priori chance (by default) that the BART model will 

improve at Root Mean Square Error (RMSE) from ordinary least squares regression. Therefore, the majority of 

the prior probability mass lies below the RMSE of the least squares regression. Additionally, it limits the 

probability mass to be placed at small values 2  to prevent overfitting. Thus, the higher the q value, the larger 

the sample value of 2 , and resulting in more regularization models. 

 

The Metropolis-in-Gibbs sampler was used to generate the retrieving from the posterior distribution 

  2

1 ,..., ,M M

mP T T y . The main feature of this sampler for BART is that it uses a form of "Bayesian backfitting" 

[11] in which the j trees that fit iteratively hold all other m - 1 trees constant by exposing only the remaining 

responses that still do not fit, where partial residual defined as: 
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The next process is changes to the structure of the first T tree that are accepted or rejected via the Metropolis-

Hastings step. The sampling of the posterior tree structure is independent of the leaf parameters, as they can be 

integrated analytically from the calculations. With an existing tree structure, samples from the posterior leaf 

parameter, b M1: = {µ1,. . . , μb}  is drawn. This procedure expands iteratively for each tree, using an updated set 

of partial residuals R−j. Finally, depending on the updated tree structure set and leaf parameters, the retrieval 

from the posterior 2 is made based on the full model residuals,  
1

:
m

M

t

t

y T X


  . Row 1; 3,. . . , 2m − 1 

above relying on the Metropolis-Hastings drawing from the posterior distribution tree. This involves introducing 

minor perturbations to the tree structure, involving the growing of a terminal node by adding two child nodes, 

pruning two child nodes (rendering the terminal of its parent node), or changing division rules. This step is 

shown with three possible tree changes, such as growing, pruning, and changing.  

 

2.4 Validation  

 
Validation is one of the most important techniques for the stability of the learning model regarding how well the 

model will generalize to new data. The popular validation method used is cross-validation. It is a statistical 

technique that partitioning data into subsets to evaluate a learning model. The following will give the function of 

the 10-fold cross-validation (CV) presented. 
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( ) ( )
( ) var(Re( ),...,Re( ))

k K

t t tSD T T T  

    
( )

( )  k t
t

SD T
SE T

K
                           (10) 

 

Selection of the best classification tree uses the "one standard error rule" rule, namely the rule for selecting a 

classification tree, where the first classification tree will be selected which has a cross validation (CV) value less 

than or equal to the minimum value of CV plus a standard error [11]. The following is the formula for "one 

standard error rule" . 

 

max

arg min
ˆ ( )

{ ,..., }



t k t

t t

T CV T
T T T

 

ˆ ˆ( ) ( ) ( ) t t tCV T CV T SE T                                               (11) 

 

The first step in determining the optimal classification tree is to find the minimum relative error value in the 

sub-tree Tt (
ˆ( )tCV T ), then using the "one standard error rule" to obtain an optimal classification tree. 

 

2.5 Classification Accuracy Evaluation 

 
“From the classification model that has been formed, it is necessary to evaluate the results of the classification. 

The classification model that has been formed from the training data will then be used to determine the class of 

the testing data, then the actual results of the testing data will be compared with the results obtained from the 

classification model. A good classification is one that is able to provide a high classification accuracy value with 

a low error rate. Some of the measures are used to measure the accuracy of classification are APER (Apparent 

Error Rate) and Hit Ratio. APER  is used to see opportunities for errors in classifying objects. The APER value 

represents the proportion of samples that are incorrectly classified” [12]. “To make it easier to calculate APER, 

a confusion matrix table can be used. The matrix is a table that helps evaluate how well the classifier can 

recognize patterns in each class” [2]. It is presented in the following table.  

 

Table 1. Classification accuracy 

 

Predicted membership Actual membership 

1  2  

1  n11 n12 

2  n21 n22 

 

Classification accuracy can be calculated using the Hit Ratio formula which is presented in the following 

equation, Hit Ratio (HR). 

 

11 22 ...
(100%)

  


ggn n n
HR

N
                        (12) 

 

Meanwhile, the APER value can be calculated using the formula of (100%) 1 (100%) APER HR . 

 

3 Data and Methodology 

 
3.1 Credit process 

 
According to the Banking Act No. 10 of 1998, credit is the provision of money or equivalent claims, based on a 

loan agreement or agreement between a bank and another party that requires the borrower to repay the debt after 

a certain period of time with interest. Loan collectibility is a classification of the status of the state of payment of 

interest installments or principal installments and credit interest by the debtor as well as the level of possibility 
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of receiving funds invested in securities or other investments. Before giving credit, the bank must conduct a 

credit analysis using the 5C and 7P principles. Principle 5C namely, Character, Capacity, Capital, Collateral, 

Condition of economy. While the 7Ps are Personality, Party, Purpose, Prospect, Payment, Profitability, and 

Protection [13]. 

 

3.2 Credit data and analysis method 

 
The data used in this analysis is secondary data in the form of bank debtor credit collectibility data from the date 

of 01 May 1986 to 31 May 2018. The response variable used in this classification is the credit collectibility of a 

debtor (COL) which has two classes, namely current (debtors who do not have arrears) and arrears (debtors who 

have arrears). Generally, in a bank, debtors who have delinquent credit have a smaller proportion than debtors 

who have current credit. Data were collected from 6,960 debtors, 5,569 (80%) debtors were used as training data 

and 1,392 (20%) debtors were used as testing data. 

 

Distribution of training data and testing data was done randomly with a ratio of 80%:20% based on the Pareto 

principle. This study uses the Rstudio software and computer hardware specifications used as tools in 

conducting the analysis are: Processor: Intel Core i7-7700HQ Processor (6M Cache, 3.80 GHz); Memory:16GB; 

and Graphic card: NVidia GeForce GTX 1050. 

 

4 Results and Discussion 

 
Calculation of classification accuracy needs to be done to find out how much a set of objects can be categorized 

correctly in a class. The following are the results of the analysis presented in Table 2 in the form of a confusion 

matrix. 

 

4367 616
(100%) 100% 83.49%

5569


 HR x   

(100%) 1 83.49% 16.51%  APER  

    

From the results of the 10-cross validation it was found that the results of the classification accuracy were 

83.49%. This shows quite high accuracy results, consistency and the ability of the BART method is very good in 

various distributions of collectibility data. Then a calculation of the accuracy of the classification on the BART 

training data was carried out for 1,250 iterations on the training data which can be seen in Table 3. 

 

Table 2. Confusion matrix for learning data for cross-validation 

 

Predicted membership Actual membership 

Current Delinquent Total 

Current 4367 137 4504 

Delinquent 821 479 1300 

Total 5188 616 5804 

 

Table 3. Confusion matrix learning data with BART 

 

Predicted membership Actual membership 

Current Delinquent Total 

Current 4401 103 4504 

Delinquent 795 505 1300 

Total 5196 608 5804 

 

4401 505
(100%) 100% 84.53%

5804


 HR x   

(100%) 1 84.53% 15.47%  APER  
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From the results of BART with 1,250 iterations, the accuracy of the overall classification result (Hit ratio) was 

84.53%. This shows that BART's ability is quite good in classifying credit collectibility. Classification accuracy 

that is too high can cause overfitting so that the ability of BART can be said to be good enough. In the 

following, Table 4., the results of the accuracy of the BART method of classification are presented in the testing 

data. 

 

Table 4. Confusion matrix testing data with BART 

 

Predicted membership Actual membership 

Current Delinquent Total 

Current 885 22 907 

Delinquent 146 104 250 

Total 1031 126 5804 

 

885 104
(100%) 100% 85.48%

1157


 HR x   

(100%) 1 85.48% 14.52%  APER  

 

From the aforementioned results it can be concluded that the ability of the BART method to predict 

classification is very good, namely 85.48%. These results are relatively the same as the classification accuracy 

of the testing data which shows that there is no overfitting in the BART method. With the hardware 

specifications described in Sub-chapter 3.2, the time needed to run BART with 1,250 iterations in this study 

takes 7.39 seconds.  

 

The percentage of classification result is quite large, 85%. However, this still needs improvement as for the 

application of the prediction, in banking or other implementation as well, requires high precision (with 

minimum error). Other implementation as well as simulation to confirm the goodness of fit of this method are 

highly expected for future research. Furthermore, variable selection, as also stated in [14], would challenging to 

investigate.  

 

5 Conclusion 

 
We have the conclusion as the following: 

 

1. The results of the cross-validation on the BART show a high consistency of classification accuracy, 

83.49%, indicating that the BART method can work consistently even though there is a class imbalance. 

2. The classification accuracy is 84.53% in the training data while in the testing data it is 85.48%. These 

results indicate that the BART method has ability to overcome overfitting in the classification method, 

where overfitting often occurs in most of the classification methods with very good classification 

abilities.  

3. The results of the testing data show that the accuracy is relatively similar to the one of the training data, 

this confirms that the BART method has been able to capture patterns in the data. 
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APPENDIX 

 
Appendix A: R Software Codes for analysis: 

 
dataL <- datax %>%filter(COL =='L') 

dataM<- datax %>%filter(COL =='M') 

ada.generate=function(formula,latih,uji,iterasi,ulangan,syarat){ 

  ##inisiasi awal 

  bas=all.vars(formula) 

  y<-latih %>% select(bas[1]) 

  y_kat<-levels(y[,1]) 

  n<-length(y_kat) 

  hasil<-matrix(0,ulangan,2);   nums=array(0,ulangan) 

  ## looping_1 

  N_data<-matrix(0,nrow(hasil)+2,2) 

  colnames(N_data)<-c("N_training","N_Uji") 

  jum=list() 

  b=1;  i=1 

  repeat{ 

    fit<-boosting(formula,latih,mfinal = iterasi) 

    fit2<-predict.boosting(fit,uji) 

    prob<-fit$prob 

    prob2<-fit2$prob 

    peluang<-matrix(0,length(prob[,1]),1) 

    peluang2<-matrix(0,length(prob2[,1]),1) 

    ###training 

    for ( t in 1:length(prob[,1])){ 

      ifelse(prob[t,1]>=syarat,peluang[t,1]<-prob[t,1],{ifelse(prob[t,2]>=syarat,{peluang[t,1]<-  

prob[t,2]},hafizh<-1)})    } 

    hastie<-(peluang>=syarat) 

    proba<-peluang[hastie,] 

    f1<-as.factor(fit$class[hastie]) 

    levels(f1)<-c(levels(f1),y_kat[2]) 

    #testing 

    for ( t in 1:length(prob2[,1])){ 

      ifelse(prob2[t,1]>=syarat,peluang2[t,1]<-prob2[t,1],{ifelse(prob2[t,2]>=syarat,{peluang2[t,1]<-

prob2[t,2]},hafizh<-1)})    } 

    hastie2<-(peluang2>=syarat) 

    proba2<-peluang2[hastie2,] 

    f2<-as.factor(fit2$class[hastie2]) 

    levels(f2)<-c(levels(f2),y_kat[2]) 

    ###     

    binom<-rbinom(length(f1),n-1,prob =proba) 

    binom2<-rbinom(length(f2),n-1,prob =proba2) 

    generate<-matrix(0,length(proba),1) 

    generate2<-matrix(0,length(proba2),1) 

    ## looping_2 

    for (j in 1:length(proba)){ 

      ifelse(binom[j]==1,generate[j,1]<-y_kat[1],generate[j,1]<-y_kat[2]) 

    } 

    for ( j in 1:length(proba2)){ 

      ifelse(binom2[j]==1,generate2[j,1]<-y_kat[1],generate2[j,1]<-y_kat[2])     } 

    ### 

    aktual<-as.data.frame(f1) 

    generate<-as.factor(generate) 
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    levels(generate)<-c(levels(generate),y_kat[2]) 

    ifelse( length(levels(aktual[,1]))>1 && length(levels(generate))>1,{ 

      cfm<-confusionMatrix(generate,aktual[,1]) 

      akurasi<-cfm$overall },{akurasi[1]<-0}) 

    ### 

    aktual2<-as.data.frame(f2) 

    generate2<-as.factor(generate2) 

    levels(generate2)<-c(levels(generate2),y_kat[2]) 

    ifelse( length(levels(aktual2[,1]))>1 && length(levels(generate2))>1 ,{ 

      cfm2<-confusionMatrix(generate2,aktual2[,1]) 

      akurasi2<-cfm2$overall 

    },{akurasi2[1]<-0}) 

    ### 

    N_data[i,1]<-length(f1) 

    N_data[i,2]<-length(f2) 

    ### 

    ifelse(akurasi[1]>akurasi2[1] && akurasi2[1]>=0.8,{hasil[i,1]<-akurasi[1] 

    hasil[i,2]<-akurasi2[1] 

    jum[[b]]<-1 

    b=b+1; i=i+1 

    },{jum[[b]]<-0 

    b=b+1}) 

    if(i==ulangan+1){break 

    } } 

  # looping_3 

  for ( k in 1:ulangan){ 

    nums[k] <- (paste("ulangan ke-",k))   } 

  ### 

  rata_rata=mean(hasil[,1]) 

  rata_rata2=mean(hasil[,2]) 

  stder=sd(hasil[,1])/sqrt(ulangan) 

  stder2=sd(hasil[,2])/sqrt(ulangan) 

  ovv<-matrix(c(stder,rata_rata,stder2,rata_rata2),2,2) 

  row.names(ovv)<-c("std_err","mean") 

  ### 

  sas<-matrix(0,length(jum),1) 

  for ( p in 1:length(jum)){ 

    sas[p,1]<-jum[[p]]  } 

  row.names(hasil)<-nums 

  colnames(hasil)<-c("akurasi_latih","akurasi_uji") 

  hasil<-rbind(hasil,ovv) 

  hasil<-cbind(hasil,N_data) 

  value=list(akurasi=hasil,sukses_gagal=sas) 

  return(value) } 

hasil_akhir<-matrix(data=NA,nrow = 2,ncol = 4) 
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