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ABSTRACT 
 

This article formulated and proved necessary and sufficient conditions for the Euclidean 
controllability of double-delay autonomous linear control systems, in terms of rank conditions on the 
controllability matrices. The proof was achieved by the exploitation of the structure of the 
determining matrices, the relationship among the determining matrices, the indices of control 
systems and system’s coefficients of the relevant system and an appeal to Taylor’s theorem as 
applied to vector functions. 
 

 
Keywords: Control systems; determining matrices; double-delay systems; Euclidean controllability; 

rank conditions; Taylor’s theorem. 
 
1. INTRODUCTION 
 
Controllability results for multifarious and specific 
types of hereditary systems with diversity in 
treatment approaches are quite prevalent in 

control literature. [1] discussed Controllability of 
functional differential equations of retarded and 
neutral types to targets in function space; [2] 
obtained controllability conditions for systems 
with distributed delays in state and control;              
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[3] formulated a necessary and sufficient 
condition for Euclidean controllability of system 

( ) ( ) ( ) ( )x t Ax t Bx t h Cu t= + − +&
 with piecewise 

continuous controls using a sequence 
determining matrices for the free part of the 
above restricted system. Unfortunately, the 
investigation of the dependence of the 
controllability matrix for infinite horizon on that for 
finite horizon very crucial for his proof was not 
fully addressed. This problem has now been 
addressed by [4]; [5] obtained some criteria for 
function space controllability of linear neutral 
systems; [6] looked at controllability of nonlinear 
delay systems; [7] discussed controllability of 
nonlinear hereditary systems, using a fixed-point 
approach; [8] studied null controllability in 
function space of nonlinear  neutral differential 
systems with limited controls; [9] discussed 
controllability of nonlinear systems with delays in 
both state and control using a constructive 
control approach and an appeal to Arzela-Ascoli, 
and Shauder fixed point theorems to guarantee 
the existence and admissibility of such controls; 
[10] investigated null controllability of nonlinear 
neutral differential equations; [11] developed 
computational criteria for the Euclidean 
controllability of the above delay system 
investigated by Gabasov and Kirillova, using the 
determining matrices with a very simple 
structure, effectively eliminating the afore-
mentioned drawback. However, a major 
drawback of Ukwu’s major result is that it relied 
on [12] for the necessary and sufficient 
conditions for the Euclidean controllability of the 
delay system , stated in terms of the control 
index matrices, which until [13] were a herculean 
or almost impossible  task to obtain. Definitely, It 
would be a positive contribution to obtain 
computational criteria for Euclidean controllability 
of the more complex systems under 
consideration. Herein lies the justification for this 
investigation. It must be pointed out that the 
investigation is limited to autonomous systems. 
[14,15] studied  controllability of Volterra Integro-
differential systems. 
 

In recent years, [16] formulated differential 
models and neutral systems for controlling the 
Wealth of Nations. His monograph derives from 
economic principles of the dynamics of national 
income, interest rate, employment, value of 
capital stock, prices and cumulative balances of 
payments. Chukwu used a Volterra neutral 
integro-differential game of pursuit where the 
quarry control is government intervention in the 
form of taxation, control of money and supply 
tariffs. Other relevant works by Chukwu in this 
area include [17] on Stability and time-optimal 
control of hereditary systems with application to 
the economic dynamics of the United States of 
America [18]. 
 

More research efforts on controllability include 
[19], where the author investigated the properties 
of cores for which the system with distributed 
delays in control is relatively controllable; [20]; 
[21]; where the authors established sufficient 
conditions for the controllability and null 
controllability of linear systems; Other notable 
results with focus on integro-differential 
equations and impulsive differential equations 
with finite and infinite delays include [22-28]. 
Some authors established sufficient conditions 
for the controllability and null controllability of 
linear systems using the variation of constant 
formula to deduce their controllability Grammian 
and exploiting the properties of the Grammian 
and the asymptotic stability of the free system, 
[29]. These works and others appropriate 
relevant Existence and Uniqueness of solutions 
theorems; the linear systems among the cited 
works use the qualitative properties of the indices 
of control systems or rank conditions to 
characterize controllability for the most part. The 
expressions for such indices were not 
determined. 
 

2. MATERIALS AND METHODS 
 

2.1 System of Interest 
 

Consider the autonomous linear differential – 
difference control system of neutral type: 

                                              

( ) ( ) ( ) ( ) ( )
( ) ( ) [ ]

0 1 2 (1)

(2)

2 ; 0

, 2 , 0 , 0

x t A x t A x t h A x t h B u t t

x t t t h hφ

= + − + − + ≥

= ∈ − >

&

 

 
where h  is a single scalar delay, 0 1 2, ,A A A

 
are n m×  constant matrices with real entries and B  is 

an n m× constant matrix with the real entries. The initial function φ  is in [ ]( )2 , 0 ,− n
C h R  equipped 

with sup norm. The control u  is in [ ]( )1
0, , nL t∞Ω ⊆ R . Such controls will be called admissible 



 
 
 
 

Chukwunenye; JSRR, 10(3): 1-9, 2016; Article no.JSRR.24348 
 
 

 
3 
 

controls. ( ) ( ) ( ) for, 2, , − − ∈ nx t x t h x t h R [ ]( )11 2 , ,[0, If  ]. ∈ −∈ nC h tt t x R , then for [ ]10,t t∈  we 

define  [ ]( )2 , 0 ,−∈ n

t C hx R  by  ( ) ( ) [ ]2 , 0,+ ∈ −=t x t s s hx s . 

 
Let: 

                                   

[ ]1 0 1 1 1
ˆ ( ) ( ) , ( ) , , ( ) : [0, ), 0, , , ( 1) , (3)n nB BQ t Q s B Q s Q s s t s h n h−= ∈ = −L L  

 

where ( )kQ s is a determining matrix for the uncontrolled part of (1) and satisfies 

 

 
( ) ( ) ( ) ( )0 1 1 1 2 1 2− − −= + − −+k k k kQ s A Q s A Q s h A Q s h

 
 
For 0, 1,...; 0, , 2 ,...k s h h= = subject to ( )

0
0

n
Q I= , the n n× identity matrix and

( ) 0 or 0 or 0f= < <
k

Q s k s . 

 
Let 0 1 2, ,r r r  be nonnegative integers and let 

0 1 20( ),1( ), 2( )r r rP  denote the set of all permutations                      

of 
{ { {

0 1 2 times  times  times

appears 0, 0, 0 ; 1,1, 1; 2, 2, 2:  the permutations of the objects 0,1 and 2 in which   times; {0,1, 2}.
i

r rr

ri i ∈L L L The 

following is proved in [30], among other alternative expressions for ( ) :kQ jh  

 
2.2 Theorem on ( )kQ jh  
 

             
1

1 0( ),1( 2 ),2 ( )

2

0 ( , , )

For 0 , ,  integers, 0,

( ) ;
+ − −

  
    

= ∈

≤ ≤ ≠

= ∑ ∑ k

k r k j j r r

k

j

v v
r v v P

j k j k k

Q jh A A
L

L

 
 

            

1

1 0( ),1(2 2 ), 2( )

2

2

0 ( , , )

For 1, ,  integers,

, 1 2

0, 2 1,

( )
− − + −

−  
    

= ∈

≥ ≥

≤ ≤=

≥ +







∑ ∑
k

k r k j r r j k
k

k j

v v
r v v P

j k j k

j k

j k

A AQ jh
L

L

 
 

where [ ].    denotes the greatest integer function. 

 
2.3 Definition of Global Euclidean Controllability 
 
The system (1) is said to be Euclidean controllable if for each ([ 2 ,0], )φ ∈ − nC h R defined by  
 

( ) ( ), [ 2 ,0), (0) (0) (4)= ∈ − = ∈ ns g s s h gφ φ R  
 

and for each 1 ,nx ∈R  there exists a 1t  and an admissible control u ∈Ω  such that the solution 

(response) ( , , )x t uφ  of (1) satisfies 10 1(( , ) and ; , ) .x tu u xx φ φ φ= =
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2.4 Definition of Euclidean Controllability on an Interval 
 

Let ( ), ,t ux φ  denote the solution of system (1) with initial function φ and admissible control u at time 

t.  System (1) is said to be Euclidean controllable on the interval [ ]10, ,t  if for each φ  in

[ ]( )2 , 0 ,− nC h R and 1
nx ∈R , there is an admissible control [ ]( )10, , nu L t∞∈ R  such that 

( )0 ,ux φ φ= and ( )1 1, , .x t u xφ =  System (1) is Euclidean controllable if it is Euclidean controllable on 

every interval 1 10, , 0t t >   . 
 

In the process of establishing necessary and sufficient conditions for the Euclidean controllability of 

system (1) on the interval 10, t   , the following lemma will be needed. 
 

2.5 Lemma on Rank of Matrices 
 

Let C  be any  by n nq  matrix. Let η  be an arbitrary -dimensionaln column vector. Then C has full 

rank if and only if the equation 0TC =η  admits only the trivial (zero) solution. 
 

Proof 
 

Clearly [ ]rank min{ , }  If .C n nq n C≤ =  has full rank, then C can be column- and row-reduced to a 

matrix of  
 

the form   
( 1)

, if  1

, if  1,

n

n n n q

I q

I D q× −

=

>



  

 

 

Hence ( 1)0 0 Note that the equation 0.  T T

n n qC Dη η η × −= ⇔ = =  becomes redundant for 1.q >  

Suppose that C  does not have full rank. Then [ ] [ ]rank . Let rank , for some integer .< = <C n C p p n  

Two cases arise; Case1: 1.q =  
 

( )

( ) ( ) ( )

( )1  is reducible to a matrix of the form where
,

, 0
0 , 0

× −

− × − × −
− ×= ⇒ =

 
 
 

p p n p

n p p n p n p

n p pq C C
I D

% denotes a zero 

matrix with n p−  rows and p  columns. Therefore solving the equation 0T Cη =  is equivalent to 

solving  
,

1 2 10 0, and 
0

 , ,T nT

n p p

p p nC
I

η η η η η η η
−

+= ⇒ =
 

⇒ = = = 
 

% L L  are arbitrary. Also letting 

1( , , ) ,T

pη η η=% L we see that 
( )

( ) ( )

( ) 1and are arbitrary0 .
0

0  , ,  
× −

− × −
× − += ⇒

 
= 

 

Tp n pT

n p n p

p n p p n

D
Dη η η η% L  

Therefore the relation 0T Cη = does not imply that 0.η =  
 

Case 2: 1.q >  
 

1

( )

1
( ) ( ) ( )

.

matrix of the form 0

. This completes the proof

1  is reducible to a clearly 0

and , ,  are arbitrary

,
;

0 , 0
T

p

p n

p p nq p

n p p n p n p

C Cq C
I D

+

× −

− × − × −

= ⇒> ⇒ = =
 

= 
  

% %% % L

L

η

η

η η

η
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3. RESULTS AND DISCUSSION 
 
3.1 Theorem on Rank Conditions for Euclidean Controllability of System (1)  
 
Let 1

ˆ ( )nQ t  be defined as in (3). Then system (1) is Euclidean controllable [ ]1
0,t  if and only if 

( )1
ˆrank .nQ t n=   ( ) ( )1 1

ˆ ˆ   Moreover and dim
n n

Q t Q t  are expressible in the form  

 

1
1 minˆ ( ) ( ) : {0,1, , 1, {0, , , ( 1),k h

t h
Q t Q s B k n s h n

h

−
= ∈ − ∈ −

       
             

L L  

 

1 1

1 , , 1 .ˆD im ( ) min 1 minn

t t h
n n

h h
Q t n mn n mn

−
−= × = × +

        
            

        
 

 

[ ][ ][ ]Here . denotes the least integer function, 

otherwise referred to as the ceiling function in 
Computer Science. 
 
Proof 
 
By theorem 2.3 of [31] and lemma 2.3 of [2], 
system (1) is Euclidean controllability on [ ]10,t if 

and only if 
( ) ( )1 1, 0 , 0,  ,for any wherenc X t B c c X tΤ ≠ ∈ ≠ →τ τ τR

denotes the control index matrix of (1) for fixed 

1.t  

 

Sufficiency: First we prove that if ( )1
ˆ ,nQ t n=  

then (1) is Euclidean controllable on [ ]10,t . 

Equivalently we prove that if (1) is not Euclidean 
controllable on [ ]10,t , then ( )1

ˆrank nQ t n<   

because ( )1
ˆ

nQ t  has n  rows and therefore has 

rank at most n. Suppose that system (1) is not 

Euclidean controllable on [ ]10,t . Then these 

exists a nonzero column vector nc ∈R  such 
that: 

                                                       

( )1 1
, 0; [0, ] (5)c X t B tτ τΤ ≡ ∈

 
 

But:  
                                                                   

( ) ( )1 1
, 0 , on , (6)X t tτ ≡ ∞

  
 

Therefore: 
                                                                  

( ) [ ]1
, 0, on 0, (7)c X t Bτ τΤ ≡ ∈ ∞

 
 

yielding:  
  

( ) ( )( ) ( ) ( )( )1 1 1 1
, 0, , 0 (8)k kc X t jh t B c X t jh t B

− −Τ Τ− = − =

 
for all integers 1: 0, {0,1, 2,...}.j t jh k− > ∈  
 
Now: 

                                                           
( ) ( ) ( ) ( )1 1, 1 , (9)

kk

kX t jh t Q jh∆ − = −  

 
for 1: 0, {0,1, 2,...},j t jh k− > ∈ by theorem 3.1 

of [4]. 
 
From (8) and (9) we deduce that: 

                                                    

( ) ( )1 0 (10)
k

k
c Q jhΤ− =  

 

for some , 0nc c∈ ≠R , for all

1: 0, {0,1,2,...}.j t jh k− > ∈  

 
By virtue of (3) and theorem 3.1 of [4], condition 
(10) implies that the nonzero vector c is 

orthogonal to all columns of ( )1
Q̂ t∞

 and hence 

orthogonal to all columns of ( )1
ˆ

n
Q t . Thus ( )1

ˆ
n

Q t  

does not have full rank. Since ( )1
ˆ

n
Q t has n 

rows, we deduce that: 
                                                                     

( )1
ˆrank (11)

n
Q t n<

 
 

(11) proves the contra-positive statement:
 

( )1
ˆrank nQ t n= ⇒  (1) is Euclidean controllable 

on [ ]10, .t          
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Necessity: Suppose that ( )1
ˆrank .Q t n∞ <  Then by 

lemma 2.5, , 0nc c∃ ∈ ≠R such that: 
 

       ( ) 0kQ s BcΤ = , for all      

 

 10, and {0,1, 2, ...}. (12)s t k∈ ∈    
 
From theorem 3.1 of [4], 

 

( ) ( ) ( )

( ) ( )( ) ( ) ( )( )
1 1

1 1 1 1

0 1 ( , )

, , , (13)

k

k

k k

k
c Q jh B c X t jh t B

c X t jh t X t jh t B

Τ Τ

− +Τ

= − = ∆ −

= − − − 
   

 
for nonnegative integral j t jh: 1 0− > . From 
(13), we deduce that: 

                   
( ) ( )( ) ( ) ( )( )1 1 1 1

, , (14)k kc X t jh t B c X t jh t B
− +Τ Τ− = −  

 

for
1

{0,1, 2,....} and  : 0k j t jh∈ − > . (14) is 

equivalent to:  
 

( ) ( )( ) ( ) ( )( )1 1
, , (15)k kc t jh c t jhψ ψ− +− = −  

 
for

1
{0,1, 2,....} and  : 0k j t jh∈ − > . In particular, if 

0,j =   then (15) yields: 
 

( ) ( ) ( ) ( )1 1
, , (16)k kc t c tψ ψ− +=

 
 
But: 
 

( ) ( )
( )

( ) ( )
( )

( ) ( )1 11 1

1 1 1 1

lim lim

, ,

, , , 0, (17)k k k

t t
t t h t t h

c t c c X t Bτ τ
τ τ

ψ ψ τ τ+ Τ
→ →
∈ + ∈ +

= = =

 
 Since ( ) ( )1 1

( , ) 0 for all t , and 0,1,2,...τ τ≡ ∈ ∞ =kX t k   

 
Therefore:  
      

( ) ( ) ( ) ( )1 1
, , 0 (18)k kc t c tψ ψ− += =

 
 

for {0,1, 2,....}.k ∈ In particular the left continuity of 

( )1 1, atX t t=τ τ  implies that of ( ) 1
, at  c tψ τ τ  = .  

 
Hence:   
 

( ) ( )1 1
, , (19)c t c tψ ψ −=  

 
But: 

( ) ( )1 1
, , (20)c t c tψ ψ− +=  

 

( ) ( ) ( )1 1 1
, , , 0 (21)c t c t c tψ ψ ψ− += = =  

 
Since ( ),cτ ψ τ→  is piecewise analytic for 

1 1
( ( 1) , ),t j h t jhτ ∈ − + − for all 

1
: ( 1) 0,j t j h− + >  

we may apply Taylor’s theorem to each 
component of ( , )cψ τ for the rest of the proof. 
 
Set 1.a t=  Now each component of the m-vector 

function ( , )cψ τ  satisfies the hypothesis of 

Taylor’s theorem, with 1,a t=  because ψ  (c, τ) 

is analytic on ( )( )1 1
1 , , {0,1, ...}t j h t jh j− + − ∈  

such that ( )1
1 0t j h− + > . Denote the thi  

component of ( ) ( ) ( ) ( ), by , ; {1, 2,..., }k k

ic c i m∈ψ τ ψ τ  

Then by Taylor’s theorem,  
 

( )
( ) ( )( )

1 1

0

,
, (22)

!

k

i

i

k

k
c t t

c
k

ψ τ
ψ τ

−∞

=

−
=∑

 
for all ( )1 1,t h tτ ∈ − . From (21) we deduce that: 

 
( ), 0 (23)i cψ τ =  

 
for all 1 1( , ]; 1, 2,...,t h t i mτ ∈ − =

 
 
Now set 1 1, 2a t h a h t h= − − = − . By (15) and 

(23) we deduce that: 
     

( ) ( )( ) ( ) ( )( )1 1
, , 0 (24)k k

i ic t h c t hψ ψ− +− = − =
 
 

By Taylor’s theorem, applied on the τ -interval 

1 1
( 2 , ) :t h t h− −  

 

( )
( ) ( )( ) ( )( )1 1

0

,
, (25)

!

kk

i

i

k

c t h t h
c

k

ψ τ
ψ τ

−
∞

=

− − −
=∑

 
 

for {1, 2, , }i m∈ L , for all ( )1 1
2 ,t h t hτ ∈ − − . But

( )( ) ( )
1 1

, ,
i i

c t h c t hψ ψ−− = − . Hence

( ) ( )1 1 ., 0 on 2 ,i c t h t hψ τ ≡ − −  Continuing in 

the above fashion we get ( ). 0i cψ τ = , for all 

(0, ]hτ ∈ for {1, 2, , }i m∈ L . Finally we use the 
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fact that ( ) ( )1 1
0, 0 ,X t X t

+=  to deduce that

( ) ( ) ., 0 , 0 0c cψ ψ += =    
 

Hence ( ) [ ]1for all, 0, 0,c t tψ τ = ∈ ; that is, 

, 0nc c∃ ∈ ≠R such that: 
 

 ( ) [ ]1 1
, 0 on 0, (26)c X t B tτΤ ≡  

 

We immediately invoke [11] to deduce that 
system (1) is not Euclidean controllable on  

1
0, t    for any 

1 0.t >  This proves that if the 

system (1) is Euclidean controllable on 10, t    

then 1
ˆ ( )Q t∞  attains its full rank, .n  By theorem 

3.1 of [4],
 ( ) ( )1 1 .ˆ ˆrank rank nQ t Q t∞ =   

 
Hence:                                      

                                       

1
ˆrank ( ) (27)nQ t n=  

 
Observe that for any given 1 1a non-negative integer for some 0, : ,  0 ;t p t ph h> ∃ = + ≤ <σ σ

 
 

1

1

, 0
thus  , proving the computable expression for 

1, 0
ˆ ( ) .n

p

p

t h
Q t

h

≠
=

− =

−        

σ

σ
 

 
The expression for the dimension follows from the fact that there are altogether  

1

11 min , 1 ,  .ˆcolumn-wise concatenated matrices in ( ) each of dimensionn

t h
n n

h
Q t n m

−
+ − ×

   
   

   
 

 
This completes the proof of the theorem. 
 
3.2 Illustrative Example of Theorem 3.1  
 

 
 
Then .2 and 3m n= =   Recall that the controllability matrix is 

 an 

 { } { }1 11 min , 1   1 min , 1by concatenated matrix of
t t

n mn n n n
h h

+ − + −       
             

 matrix 

product objects, each of dimension byn m . Clearly, 
 

            

                    
 
The rank is invariant if the controllability matrix is pruned, with the deletion of 
associated zero matrices.  Consequently  
 

 
 
The computational result of the controllability matrix ( )3

ˆ 3Q is as follows: 

 
 

0 1 2 1

1 2 1 1 1 1 1 1 1 1 1

Let 0 1 0 , 1 2 3 , 1 1 2 , 2 1 , 3, 0.5.

2 3 2 1 1 1 0 1 2 1 2

A A A B t h

−       
       = = = = = =       
       −       

{ }1 0 1 1 1
ˆ ( ) ( ) , ( ) , , ( ) : 0, , ,min{ , ( 1) } ,n nQ t Q s B Q s B Q s B s h t n h−= ∈ −  L L

{ }3 0 1 2
ˆ (3) ( ) , ( ) , , ( ) : 0, , 2Q Q s B Q s B Q s B s h h= ∈  L

[ ]0 1 2 0 1 2 0 1 2(0) , (0) , (0) , ( ) , ( ) , ( ) , (2 ) , (2 ) , (2 )Q B Q B Q B Q h B Q h B Q h B Q h B Q h B Q h B=

[ ]3 0 1 2 1 2 1 2

2
0 0 1 2 1 2

ˆrank (3) rank (0) , (0) , (0) , ( ) , ( ) , (2 ) , (2 )

rank , , , ( ) , ( ) , (2 ) , (2 ) .

Q Q B Q B Q B Q h B Q h B Q h B Q h B

B A B A B Q h B Q h B Q h B Q h B

=

 =  
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Columns 1 through 10 
 
  1 -1 6 3 20 10 4 2 40 26 
  2 1 2 1 2 1 5 4 41 25 
              1 2 10 5 38 19 4 5 53 37 
 
Columns 11 through 18 
 
         253 152 13 11 207 256 1887 1269 
         179 94 17 16 230 166 1745 1093 
         401 247 13 14 253 200 2643 1836 
 
By theorem 3.1, using the above parameters, the system (1) with initial function specification (2) is 

Euclidean controllable on the interval [ ]0 3, .   
 

4. CONCLUSION 
 
This article pioneered the introduction of the least 
integer function in the statement and proof of the 
necessary and sufficient conditions for the 
Euclidean controllability of linear hereditary 
systems; this makes the controllability matrix in 
(3) quite computable and eliminates any 
ambiguity that could arise in its application. The 
proof relied on the results in [30,4], incorporated 
the characterization of Euclidean controllability in 
terms of the indices of control systems and 
appropriated Taylor’s theorem as an 
indispensible tool. Finally, the article provided an 
illustrative example on the computation of the 
controllability matrices and stated the implication 
of the result for Euclidean controllability. 
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