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Abstract

Semantic web mining (SWM) is the incorporation of twooanihing development research arefas;
semantic web and data mining. Semantic web can promote itteenpences and productivities of web
mining. Also, data mining approaches can be applied on thardie web data because the semantic web
data is prosperous sources of knowledge to feed the data micimigtges.
In this research a SWM system is designed and implementaglifugzy C-means (FCM) algorithm. This
is performed by developing an application that is creas#dg several techniques. The system makes up
of creating the semantic web dataset, dataset queryR@BAand converting the semantic web dataset
into traditional dataset. After that, data mining is impdeted encompassing data pre-processing, fuzzy
C-means algorithm and finally exploring the results.
SWM using FCM has been practiced by producing an apigiicatvhich involves various techniques
such as DotNetRDF, C# programming language, SPARQIlqtdiery language. The final results that
obtained from the achieved system are more accurate andekiyeable because of the combinatjon
between semantic web and Fuzzy C-means.

Keywords: Data mining; semantic web; fuzzy C-meansV; Gemantic Web Mining (SWM).
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1 Introduction

Semantic Web (SW) describes the meaning of web contentgasa machine can understand it. SW makes
knowledge a machine-processable form. It is the continuousriegbe World Wide Web, which allows
users to be able use their knowledge and share the informith others via websites and applications.

Also, Data Mining (DM), which also called knowledge atisery from data (KDD), is automatically
searching to find the patterns and trends that go begoalysis. Also it can be said that DM is analyzing
data from various sources and encapsulating it into patisntiseful knowledge.

Applying DM on the SW data desires some processesatieatalled semantic web mining (SWM). The
purpose of SWM is to improve the result of data miningéining advantages of the SW.

Clustering methods are unsupervised approaches that caitizesl wb establish data into groups according
to similarities among the data items. Clustering allgors consist of hard partition and fuzzy partition; hard
partition such as K-means algorithm that makes datagimtiops, and fuzzy clustering such as C-means that
is a clustering method which allows one data item belongste than one group.

The main goal of this research is applying fuzzy c-medgesrithm on semantic web data proficiently and
productively. The proposed system is SWM using FCM clusteriggrithm. Fuzzy clustering is one of the
techniques that developers can obtain flexibility in DM beeaeach data item can belong to more than one
group. It also can use the fuzzy logic to improve SW andimlohore accurate results.

2 Problem Statement

The problem of this research is implementing fuzzy eans algorithm on semantic web data because
flexible clusters can obtain from fuzzy c-means algorithoweler, K-means, which is a hard clustering
algorithm, is used to cluster objects into groups. In the giosimstances fuzzy c-means is more natural
than hard k-means clustering algorithm. The used algoiitthtiis research is fuzzy C-means algorithm. A
system is developed for this reason. The proposed systesistsoof two main parts. First part is creating
the semantic web dataset, query language (SPARQL) and dogvéine semantic web dataset into
traditional dataset. Second part, Fuzzy c-means algoritimplemented encompassing data pre-processing,
fuzzy clustering mining and finally exploring the fuzzy miginesults. The proposed system for this
research includes various techniques such as DotNetRDFSéanantic web part in C#, also C#
programming language, and SPARQL for query language.

The purpose of using both area; semantic web and datagrigether is to improve the result of data
mining by gaining advantages of the SW. the reason of using +mzeans algorithm is to obtain flexible
clusters because each data item can belong to more thamoome Boreover, fuzzy logic can be used to
improve semantic web data and obtain more accurate results.

3 Related Work

SW is the extension of the current web and web mining iglideovering of important information from
web data. [1] illustrated DM on SW using clustering meti@dehey grouped the data using measuring
similarities to serve as input to the hierarchical teltisg algorithms. Grouping according to their
similarities among the metadata is chosen and the tldatsfrom each other is in the same group.

Moreover, [2] explain SW for web mining using roadmap. BirR2] mentions DM and World Wide Web.
DM can be used to analyses the behavior of individual useliaction properties of documents and access
the patterns of website and both classification and clagtéeichniques are used to analyses the documents.
Furthermore, he explained how DM techniques are used to ekifaghation also DM for and with SW,
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for this reason he used classification and hierarcleicstering on SW documents. However, he does not
use any specific algorithm. The paper [2] is a survey aloaamap SW joining with web mining.

In [3] SW is used with DM techniques using Two differemtd®ls based on ontology mapping and ontology
mapping rules. The first model that they use is on tleenfme of the SW data, and then based on this
retrieving the SW knowledge rules. The first modellisstrated in the Fig. 1.

Cai Jiaojie et al. [3] use HowNet algorithm to estdbismantic similarity of concepts.

However, second model is implementing fuzzy semantic mgppetween domain ontology rules and
knowledge rules. In the second model [3] uses fuzzy mappmgémbership calculation, but they still use
HowNet algorithm as shows in Fig. 2.

Construction of domain ontology

. Domain mappin
mapping rules el

r 3
Mining / Updating modifying Fuzzy semantic
A 4
Semantic annotation of web Initial web mining
resources
F 3
Qutput/u,
Mining / updating modifying putfup
A 4

Generation of semantic

Semantic web minin
knowledge rules 8

Fig. 1. Semantic web mining first module Fig. 2. Fuzzy semantic mapping (Second module)

Furthermore, [4] proposed mining complex SW data without endiogelvement. Also, they mine SW
data using association rule mining. Firstly, they stora d@attriple format in a database, and then apply
association rule mining. The algorithm that [4] proposelied SWApriori. SWApriori accepts dataset that
contains triples with minimum support and minimum confidence.

The paper, which written by [5] proposed penalized postg@riobability based FCM algorithm to group
user pattern information to cluster the users. As a rethdt,similar group of the user is detected.
Furthermore, fuzzy clustering depends on probability of tatse clustered. FCM the center of a cluster is
the mean of the all user pattern points.

Chhaman and Usvir [6] proposed web-mining uses FCM algoritvhich is applied to the text biomedical
article and the output, is an XML file that includes theated clusters. Also, [7] present web usage mining
using FCM algorithm because web-log data is unsupervisedtdasaf-CM algorithm can support web-log
data to classify the fuzzy clusters. The main aim of{7p discover the best solution of FCM mixing with
genetic algorithm to avoid error rate of pattern.

In this research, clustering FCM algorithm on SW data isieghpAlso, in SW, RDF is the basic to create
SW datasets so that RDF is created on XML base. Guhst®DFS is vocabulary for RDF; also, OWL is
the extension of RDFS. Furthermore, OWL is richer andemé¢lan RDFS.
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4 Backgrounds

4.1 Semantic web

Semantic Web is a major area of interest within thel faélWorld Wide Web. Basically SW is defined as a
web of data, which linked in a way to create semanties adhere to language, constructs and defined
grammar [8]. Moreover, Berners-Lee has illustrated 8\t is to make the web machine-processable. SW
consists of the main blocks that are shown in Fig. 3.

—
Rules Trust

| Proof

| Logic
Self-
descl ’ Ontology vocabulary
doc. ‘

Digital Signature

RDF + rdfschema

XML + NS + xmlschema

Fig. 3. Semantic web structure

XML (Extensible Mark-up Language) is used to show documedtdata in a text-based format that can be
passed via standard Internet Protocols [9]. Additionallig itsed for transferring data from one application
to another [10].

The Resource Description Framework (RDF) is a languagéstpadduced to enrich and help the SW. RDF
is similar to XML and HTML and it supports resource dggon and meta-data. RDF triples have three
main components; subject and predicate and object [11]. Suljedtpredicates are URI, but object can be
URI or literal. Literals are surrounded with < > braskgf?].

As it is mentioned that RDF is based on XML and XML/RBBdel is characterized as a graph of triples,
the RDF syntaxes mixes with the XML tags which is caRiaF/XML. The syntax of RDF/XML is more
comprehensible than RDF [13].

RDFS is W3C recommendation and it is schema languag®D#- [14]. RDFS provides data modeling
vocabulary for RDF. Moreover, it is an extension of RBBFS is a mechanism to describe related sources
and relationship between sources for example we can userdandhirange for properties. RDFS includes
rdfs:Literal, rdfs:subClassOf, rdfs:Datatype, rdfsge, rdfs:domain, rdfs:comment and rdfs:Resource [15].

SPARQL is a query language in SW, where user can queryugalRDF data sources via SPARQL [16]. If
SQL is query language for relational database then SPARQuery language for SW [17]. There are some
other query languages for SW, but SPARQL is the most golnguery on SW data. Also SPARQL is W3C
recommendation [18,19].

4.2 Basic of C-means algorithm

The FCM clustering algorithm is the most extensivelydufigzzy clustering algorithm, Professor Jim
Bezdek invented this algorithm in 1981. The FCM algorigpiits data to fuzzy groups with respect to some
particular criterion. In FCM each data item belongsato br more clusters. However, in non-fuzzy or hard
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clustering, data is classified into crisp clusters aadh data item has exactly one centroid. The result of
FCM algorithm is a list of centroids [20].

This method is based on the following equation:
n
n
m 2
Jm = ull [|lxi — o
- k=0
i=0

2
Whereug-l is the value of membership of xi, in ¢j (c = clust(Hm- - Cj” is measuring distance between

Wheh <m < o

x; and ¢j, it means it is the distances between center and esioh n the above equatiam;; and

¢j usually update until the final result is realizegl; andc; are keeping updated according to the following
functions:

1 N
Uy = T Z{u;—’ - X
A
| |x = i

K is the number of steps. The iteration is stoppeidgfﬂ) — ui(]’-{)| < 0 whereda termination creation
between 0 and 1, this procedure is upddtgd21]. The algoritm of fuzzy C-means, as shows in Fig. 4,
consists of the following steps:

1-  Initialize u;

2- Calculate the centroids vectorg;):

N
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_ =l
i —w
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3

Update U(k) and U(k+1)
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| |z — ek

4- If |ul.(]'.‘+1) - ul.(]’.‘)| < 0 then stop and return results. Otherwise return toxfeg].

In fuzzy C-means clustering algorithm, the data is inftmen of matrix. Furthermore, all values in
Matrix are between 0 and 1, and every point is compared tmmst
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Fig. 4. C-meansalgorithm

The following example shows the comparison between K-meanS-amelans:
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Fig. 5. Fuzzy C-means (3 clusters)

Fig. 5 highlights that the data consists of three clusiérs in the 37th steps of running algorithm,
andd = 0.01, wherd is a termination creterion between 0 and 1 [23,21].
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4.3 Using data mining techniques on semantic web data

The SWM is a combination of data mining and SW; this ithetu semantic knowledge extraction and
semantic mining [24,25]. SW provides meaning for web datacasating heterogeneous data structure.
Furthermore, web mining is extracting important and usefolMedge and interesting from heterogeneous
data and web data [26]. The purpose of SWM is to improve thét reE web mining by obtaining
advantages of the SW. Moreover, making use of web minin@doumulation of the SW by retrieving
useful patterns, structures, similar meanings and semaafditons from existing web resources [27,28].
Both SW and DM are complementing each other and generatirgehances for researchers in the world.
As we know most of the data on the web is unstructuegd @hich only human can understand it.
However, by using SW it can be seen that data can begsextdy machine more efficiently. Hence, the
combination between them makes the process easier fomwel and web semantic developer to develop
the mining semantic web data [27]. SWM, which shows in Bigis used in different fields such as
biomedical, education and clinical scenarios [26,29].

[ |

Classification + Association + clustering

RDF + OWL + HTTP + SPARQL

virtual Ontolonids virtual
By v ES
data service data service

service i stores

Mapping

——]
==
XML schema sQL bB

Fig. 6. Semantic web mining

Mining SW data requires collecting various resources froanftiple websites in the form of RDF, OWL,
RSS or FOAF [30]. After that, it needs cleaning byngstlifferent techniques for example removing log
entries that are not necessary for mining such as sanptgraphics [31]. Next, knowledge is extracted and
analyzed from the SW data.

5. M ethodology

Mining semantic web using fuzzy C-means algorithm and\BtRDF. DotNetRDF is used with writing
programming language codes. How the proposed approach warkbe summarized as follows:

SW dataset can be created or bring it from external squfaéswving by checking the dataset for
validity. As a result, the valid dataset and tripdes obtained.

Writing programming language with DotNetRDF for SW dataxtmeet important information from the
data. In this paper, C# programming code in Visual studidaietRDF.

Finally, the table of data, which contains URIs andditgrand the final results, is ready to mined using
fuzzy c-means. Applying fuzzy c-means produces the destrfuzzy clusters.
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This system is classified into two main parts, the fiatt is Semantic web and second part is Data
Ming.

5.1 Semantic web part

First of all, we need a dataset to implement. Thas#atcan be created using DotnetRDF tools in Visual
studio. Although, dataset can be imported as eitherreattelataset from a machine or an external online
link. The dataset needs to be checked for validity becausedossible that the external SW data is invalid
dataset. Then, the valid RDF, RDFS or Owl is obtained fiteenSW dataset, as well as, triples (subjects,
predicates, objects) as shows in Fig. 7. Next step is dimy¢hne triples to traditional dataset.

Fig. 7. Validate and SPARQL of SW datasets

5.2 Converting semantic web dataset to traditional dataset

To convert SW data to traditional dataset, there are twtbode to undertake that, in this project both of
them are utilized. The first method is using SPARQL guerconvert SW dataset to traditional dataset and
the second method is using programming language code. SPAR@Eesd@formation from SW dataset.
Firstly, the semantic web data are required to ladyaad. The important information can be retrieved from
SW dataset. Second method is using programming langoaggrieve important information from RDF,
RDFS or OWL. The problem with both methods is that for eachsdst particular query or particular
programming code is required to write. Also, DotNetRBFéquired if programing language is used to
retrieve important information from the SW dataset.

5.3 Data mining part

The second step is mining of the web semantic datasey tisizy C-Means algorithm that is one of the
most widely used and well-known algorithm. Data mining ainplemented according to Fig. 8.

IF )|

Dataset
/\

[ Pre-processing |
dataset

Apply fuzzy c-means |
algorithm

Results

| 58 | |

Fig. 8. Data mining processes
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Dataset: thdraditional dataset, which is produced from the semantiz eada, is datasest for the syst
Also, we can add dataset from other sour

Preprocessing dataset: is cleaning dataset from the datia, and arrangincataset.

Apply fuzzy cimeans algorithm: is applying the proposed algorithm on the datasdtfinahally we have
results.

The reason to apply FCM algorithm in this paper is thatlows one data item belongs to more thae
clusters. But any datdem in the hard cluster algorithms belongs to one clustgr. The IFCM algorithr
works by conveying membership to each data point equivalesgdio cluster center on the base chwite
between the cluster and the center. Noticeably, the stionmaf membership of any data item is equal
one.

6 Results

6.1 Creating semantic web data

One of the uses of DotNetRDR Visual Studio 2010 is creating SW datasets. Creahe SW datast
requires programming codes. SW dataset is RDF, RDFE3NI, and then triple is produced from the !
dataset in order to support users to understand SWAbeataeasily. Triples are costed of three mai
components; subjects, predicates, and objects whiclihavensnFig. 9.
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6.2 Validating semantic web dataset

RDF can be created using DotNetF or it can bring from online link. As well as the semic web data ce

be copied and past into the application. Then the semanticdata can be checked fifor validity be
converting into triples and traditional datasFig. 10).

<7xmi version="1.0" encoding="uti-16"7>
<IDOQCTYPE DET
CTYPE DF[

<IENTITY rdf
<IENTITY rdfs 'hitp/f

<IENTITY %50 "hittp
<IENTITY xml 'http:/

toid 40

KMINsx

minsex="fitp.//exampie.org/stuiii .o/

m
@
C

A

Pitipc /W, w3 0rg/ TR/Z004/REC-Tdi-syniax-grammar-2004021 O/exampied7 rdi

Read LRI Clear URI

Fig. 10. Bring OWL from URI

6.3 Triples

Triples consist of subjects, predicates and objectsthiree main components of the Triplie can parsgec

as explained in the Fig.1. In the above application when the user clicks on (vatidai pairsing) button,
will show the triples and valid RDR-{g. 11).

6.4 Results of the data mining part

In DM part, fuzzy Cmeans algorithm is applied. Firstly, we need to upload xbel dile wivhich is ready
be mined, then, the excel file shows in the system daierd inFig. 12.

After uploading the excel file, all the column’s names appeared in the drop down list . as shovigure
13. Thus, we need to specify one of the columns that we wanine according to

10
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<?xml version="1.0" encodin
<IDOCTYPE rdf RDF

<IENTITY rdf "http-/fwww w3 org/1999/02/22-rdf-syntax-ns#>
1/rdf-schema# >
LSchema#>
<IEMITY xml “hitp:/fwww.w3.org/XML/1998/namespace™

<IENTITY rdfs “http://www w3 org/2000,
<IENTITY xsd "hitp://www.w3.0rg/2001

TY dc http:/fpuri_orgfdc/elements,
TY ex hitp:/fexampie_org/stufi/i

AW

&

a
o/ w3 gl 2
ex="http:/iexampie org/stu
it Description rdf-about="http"//www w3 org/
x-editor rdf-nodeil="autos i

http:/iwww.w3.org/TR/rdf-
Ssyntax-grammar

xmins:rdf="http:fiwnw w3.orgi 19"
rdf-syntax-grammar’>

cification {Revisedj</de:titie=

Fdajubed

http:/iwww.w3.ora/ TR/rdf-

RDF/XML Syntax

PWWWLVE

http:iiwww.vehicle.orgiVg0.6 il
http:/vamN.vehicle.orgNQ}D.SE 1

3500

106 i [2600
10

Upload file

| Choose File | No file chosen

Fig. 12. Showing the traditional dataset after uploaded excel file

Select Target :

[ Name hd Apply Fuzzy C-Means
Name
AirResistance

colour
weightkKG

Fig. 13. Select the target column

11
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We can see the results as it is showFig. 14, if we choose topSpeedKMperH column.

(]

(

S ) N T

(=]

L]

| 4o | n| &

RS

50512017185

Fig. 14. The Matrix of Uij

It can be noticed, in Figl4, that each value can be divided into two numbers andtial of these tw
numbers needs to equal one, for example (0.9, 0.1), (0.3a0d7(0.4, 0.6). To make the: values betwO
and 1 all the values need to be divided by the largest niin the selected dataset. The result of Uij1 mi
one is equal to Uij2.

As a result, we have matrix of Uij and keep updating Uiil uve have the final matrix, figure 14tise final
matrix for the above DM example. The summation of every batues i the same level is equal to or
For example

0.84241681117096 + 0.1575831888290¢
0.980298885627424 + 0.019701114372576:
0.570289473262615 + 0.42971052673738"

These values, which can range between to one, are the membership values. For example
membership of 0.0197011143725763 is very low. But the membership&9298885627:7424 is very t
even it is close to crisp membership. Every valuesha dataset has two values, both values ar¢
memberships of different clusters.

The dataet is divided to two clusters so that there are tworaiglst InFig. 15, the list of the centroids h
been clearly seen; the loops of both centroids are continuntiigthe most proper centroiids are fhtiren
the loop will stop. The final values for centroids are (2028)1124.654560). Also, the ¢ clusterinty be
grouped according to final centers.

centre_one centre_two
220 300.539740610524
225.7521609021141299.454164920371

231.332865152214|

264.741265137359

215.335934777181

218.933138933605

209.082981301145

193.30435995826

204.853891549325

167.884106539349

201.741923701711

144.173328296816

201.093159191198

130.785126847429

201.017830662926

124.654560935817

Fig. 15. The centers

12
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Furthermore, we can see the chart of matrix Uij and@lsi@s shows in thFigs.16 and 17 respective

Fig. 16. Matrix Uij chart

As we noticed that every points has value between QLardl >axis is the complementation of-axis for
example (0.98, 0.02) is the top point and sc

Fig. 17. The clusterschart

In Fig. 17, the dataset is classified into two groups, alsodbepoints are centroids for each clusterszy
C-means is cleared in Fi§j7 because any data item can belong to more than one ce

13
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7 Conclusion and Future Works

The future of the World Wide Web is going in theedtion of SW, which is a rich source of data. idey to
mine SW data, DM techniques can be used to anaf@éslata from a variety of online sources to retie
important information. Clustering techniques in @&n be used to cluster a huge amount of SW data int
groups. This research explains the importance @iyay FCM algorithm rather than hard (CRISP)
K-means because in FCM data items belong to mae d¢he cluster.

The proposed solution needed diverse steps anéwhents. First step in this proposed system was th
selection of SW dataset or the creation from déffiersources because | chose various datasetsffienredt
reasons such as online sources, datasets fromtmdpexternal data or creating datasets in thiesyst

Second step was validation of semantic web datasetsuse | understand that every SW dataset igafidt
After checking the validity, the triples are proddc

Thirdly, the transformation of SW dataset to traxdial dataset using C# language is required writirsgt of
codes to transfer SW dataset to traditional datdeetontrast, SPARQL can be written to transfer SW
dataset to traditional dataset.

Fifthly, the reason for applying the specific DMyatithm was to make the system more advanced.

Finally, the results of DM consist of the followirigree results; matrix Uij, clusters and centroidighe
clusters. The results include graphs of the resuith as the scatter chart for matrix Uij and teetter chart
for clusters and centers.

Future research should therefore concentrate onirthestigation of detecting semantic web dataset
automatically and convert it to traditional datas€his will help user to avoid writing SPARQL or
programming language for each semantic web dataasetally.

Another possible area of future research would devaluate SWM using FCM system utilizing extra-
complicated semantic web data from various sourEks. will examine the effectiveness and accuraene
of SWM using FCM system.

Finally, implementing other types of the fuzzy aigums on semantic web data. Only FCM clustering is
applied. Other types of fuzzy algorithms data mgnéan be applied as well.
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