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Abstract 
 

Semantic web mining (SWM) is the incorporation of two astonishing development research areas; 
semantic web and data mining. Semantic web can promote the performances and productivities of web 
mining. Also, data mining approaches can be applied on the semantic web data because the semantic web 
data is prosperous sources of knowledge to feed the data mining techniques.  
In this research a SWM system is designed and implemented using fuzzy C-means (FCM) algorithm. This 
is performed by developing an application that is created using several techniques. The system makes up 
of creating the semantic web dataset, dataset query (SPARQL) and converting the semantic web dataset 
into traditional dataset. After that, data mining is implemented encompassing data pre-processing, fuzzy 
C-means algorithm and finally exploring the results.   
SWM using FCM has been practiced by producing an application, which involves various techniques 
such as DotNetRDF, C# programming language, SPARQL for query language. The final results that 
obtained from the achieved system are more accurate and knowledgeable because of the combination 
between semantic web and Fuzzy C-means. 
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1 Introduction 
 
Semantic Web (SW) describes the meaning of web contents so that a machine can understand it. SW makes 
knowledge a machine-processable form. It is the continuousness of the World Wide Web, which allows 
users to be able use their knowledge and share the information with others via websites and applications. 
 
Also, Data Mining (DM), which also called knowledge discovery from data (KDD), is automatically 
searching to find the patterns and trends that go beyond analysis. Also it can be said that DM is analyzing 
data from various sources and encapsulating it into potentially useful knowledge.  
 
Applying DM on the SW data desires some processes that are called semantic web mining (SWM). The 
purpose of SWM is to improve the result of data mining by gaining advantages of the SW.  
 
Clustering methods are unsupervised approaches that can be utilized to establish data into groups according 
to similarities among the data items. Clustering algorithms consist of hard partition and fuzzy partition; hard 
partition such as K-means algorithm that makes data into groups, and fuzzy clustering such as C-means that 
is a clustering method which allows one data item belongs to more than one group. 
 
The main goal of this research is applying fuzzy c-means algorithm on semantic web data proficiently and 
productively. The proposed system is SWM using FCM clustering algorithm. Fuzzy clustering is one of the 
techniques that developers can obtain flexibility in DM because each data item can belong to more than one 
group. It also can use the fuzzy logic to improve SW and obtain more accurate results. 
 

2 Problem Statement 
 
The problem of this research is implementing fuzzy c-means algorithm on semantic web data because 
flexible clusters can obtain from fuzzy c-means algorithm. However, K-means, which is a hard clustering 
algorithm, is used to cluster objects into groups. In the most circumstances fuzzy c-means is more natural 
than hard k-means clustering algorithm. The used algorithm in this research is fuzzy C-means algorithm. A 
system is developed for this reason. The proposed system consists of two main parts. First part is creating 
the semantic web dataset, query language (SPARQL) and converting the semantic web dataset into 
traditional dataset. Second part, Fuzzy c-means algorithm is implemented encompassing data pre-processing, 
fuzzy clustering mining and finally exploring the fuzzy mining results. The proposed system for this 
research includes various techniques such as DotNetRDF for Semantic web part in C#, also C# 
programming language, and SPARQL for query language. 
 
The purpose of using both area; semantic web and data mining together is to improve the result of data 
mining by gaining advantages of the SW. the reason of using Fuzzy C-means algorithm is to obtain flexible 
clusters because each data item can belong to more than one group. Moreover, fuzzy logic can be used to 
improve semantic web data and obtain more accurate results. 
 

3 Related Work 
 
SW is the extension of the current web and web mining is the discovering of important information from 
web data. [1] illustrated DM on SW using clustering metadata; they grouped the data using measuring 
similarities to serve as input to the hierarchical clustering algorithms. Grouping according to their 
similarities among the metadata is chosen and the closest data from each other is in the same group. 
 
Moreover, [2] explain SW for web mining using roadmap. Firstly [2] mentions DM and World Wide Web. 
DM can be used to analyses the behavior of individual user’s collection properties of documents and access 
the patterns of website and both classification and clustering techniques are used to analyses the documents. 
Furthermore, he explained how DM techniques are used to extract information also DM for and with SW, 
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for this reason he used classification and hierarchical clustering on SW documents. However, he does not 
use any specific algorithm. The paper [2] is a survey about roadmap SW joining with web mining.  
 
In [3] SW is used with DM techniques using Two different models based on ontology mapping and ontology 
mapping rules. The first model that they use is on the premise of the SW data, and then based on this 
retrieving the SW knowledge rules. The first model is illustrated in the Fig. 1. 
 
Cai Jiaojie et al. [3] use HowNet algorithm to establish semantic similarity of concepts.  
 
However, second model is implementing fuzzy semantic mapping between domain ontology rules and 
knowledge rules. In the second model [3] uses fuzzy mapping for membership calculation, but they still use 
HowNet algorithm as shows in Fig. 2.  
 

  
 

Fig. 1. Semantic web mining first module 
 

Fig. 2. Fuzzy semantic mapping (Second module) 

 
Furthermore, [4] proposed mining complex SW data without end-user involvement. Also, they mine SW 
data using association rule mining. Firstly, they store data in triple format in a database, and then apply 
association rule mining. The algorithm that [4] proposed called SWApriori. SWApriori accepts dataset that 
contains triples with minimum support and minimum confidence.   
 
The paper, which written by [5] proposed penalized posterior probability based FCM algorithm to group 
user pattern information to cluster the users. As a result, the similar group of the user is detected. 
Furthermore, fuzzy clustering depends on probability of data to be clustered. FCM the center of a cluster is 
the mean of the all user pattern points.  
 
Chhaman and Usvir [6] proposed web-mining uses FCM algorithm, which is applied to the text biomedical 
article and the output, is an XML file that includes the created clusters.  Also, [7] present web usage mining 
using FCM algorithm because web-log data is unsupervised data, thus FCM algorithm can support web-log 
data to classify the fuzzy clusters. The main aim of [7] is to discover the   best solution of FCM mixing with 
genetic algorithm to avoid error rate of pattern.  
 
In this research, clustering FCM algorithm on SW data is applied. Also, in SW, RDF is the basic to create 
SW datasets so that RDF is created on XML base. Constantly, RDFS is vocabulary for RDF; also, OWL is 
the extension of RDFS. Furthermore, OWL is richer and newer than RDFS.  
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4 Backgrounds 
 
4.1 Semantic web 
 
Semantic Web is a major area of interest within the field of World Wide Web. Basically SW is defined as a 
web of data, which linked in a way to create semantics that adhere to language, constructs and defined 
grammar [8]. Moreover, Berners-Lee has illustrated that SW is to make the web machine-processable. SW 
consists of the main blocks that are shown in Fig. 3.  
 

 
 

Fig. 3. Semantic web structure 
 
XML (Extensible Mark-up Language) is used to show document and data in a text-based format that can be 
passed via standard Internet Protocols [9]. Additionally, it is used for transferring data from one application 
to another [10]. 
 
The Resource Description Framework (RDF) is a language that is produced to enrich and help the SW. RDF 
is similar to XML and HTML and it supports resource description and meta-data. RDF triples have three 
main components; subject and predicate and object [11]. Subjects and predicates are URI, but object can be 
URI or literal. Literals are surrounded with < > brackets [12]. 
 
As it is mentioned that RDF is based on XML and XML/RDF model is characterized as a graph of triples, 
the RDF syntaxes mixes with the XML tags which is called RDF/XML. The syntax of RDF/XML is more 
comprehensible than RDF [13].  
 
RDFS is W3C recommendation and it is schema language for RDF [14]. RDFS provides data modeling 
vocabulary for RDF. Moreover, it is an extension of RDF. RDFS is a mechanism to describe related sources 
and relationship between sources for example we can use domain and range for properties. RDFS includes 
rdfs:Literal, rdfs:subClassOf, rdfs:Datatype, rdfs:range, rdfs:domain, rdfs:comment and rdfs:Resource [15].  
 
SPARQL is a query language in SW, where user can query various RDF data sources via SPARQL [16].  If 
SQL is query language for relational database then SPARQL is query language for SW [17]. There are some 
other query languages for SW, but SPARQL is the most powerful query on SW data. Also SPARQL is W3C 
recommendation [18,19].  
 
4.2 Basic of C-means algorithm 
 
The FCM clustering algorithm is the most extensively used fuzzy clustering algorithm, Professor Jim 
Bezdek invented this algorithm in 1981. The FCM algorithm splits data to fuzzy groups with respect to some 
particular criterion. In FCM each data item belongs to two or more clusters. However, in non-fuzzy or hard 
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clustering, data is classified into crisp clusters and each data item has exactly one centroid. The result of 
FCM algorithm is a list of centroids [20].  
 
This method is based on the following equation: 
 

�� � � � ���� 



��





��

��� � ����

 

                                                                             When 1 � m � ∞ 
 

Where ���� is the value of membership of xi, in cj (c = cluster). ��� � ����
 is measuring distance between ��  ��� �� , it means it is the distances between center and each point. In the above equation ���  and ��  usually update until the final result is realized, ���  and ��  are keeping updated according to the following 

functions:  
 

 
 
 

 

K is the number of steps. The iteration is stopped if ��������� �  ������� � � where �a termination creation 

between 0 and 1, this procedure is updated �� [21]. The algoritm of fuzzy C-means, as shows in Fig. 4, 
consists of the following steps: 
 

1-  Initialize u��
  
2- Calculate the centroids vectors ( ��): 

 

 
 

3- Update U(k)  and U(k+1) 
 

  
 

4-  If !�������� �  ������! � � then stop and return results. Otherwise return to step 2 [22].  
 
In fuzzy C-means clustering algorithm, the data is in the form of matrix. Furthermore, all values in 
Matrix are between 0 and 1, and every point is compared to centroids. 
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Fig. 4. C-means algorithm 
 

The following example shows the comparison between K-means and C-means: 
 

                         

"#
##
$1    00    11    00    11    0&'

''
(
                                      

"#
##
$0.9    0.10.5    0.50.6    0.40.7    0.30.8    0.2&'

''
(
 

          K-means algorithm                        C-means algorithm 
 

 
Fig. 5. Fuzzy C-means (3 clusters) 

 
Fig. 5 highlights that the data consists of three clusters, it is in the 37th steps of running algorithm,                         

and � = 0.01, where � is a termination creterion between 0 and 1 [23,21].  
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4.3 Using data mining techniques on semantic web data  
 
The SWM is a combination of data mining and SW; this includes semantic knowledge extraction and 
semantic mining [24,25]. SW provides meaning for web data and creating heterogeneous data structure. 
Furthermore, web mining is extracting important and useful knowledge and interesting from heterogeneous 
data and web data [26]. The purpose of SWM is to improve the result of web mining by obtaining 
advantages of the SW. Moreover, making use of web mining for accumulation of the SW by retrieving 
useful patterns, structures, similar meanings and semantic relations from existing web resources [27,28]. 
Both SW and DM are complementing each other and generating more chances for researchers in the world.  
As we know most of the data on the web is unstructured data which only human can understand it.  
However, by using SW it can be seen that data can be processed by machine more efficiently. Hence, the 
combination between them makes the process easier for web miner and web semantic developer to develop 
the mining semantic web data [27]. SWM, which shows in Fig. 6, is used in different fields such as 
biomedical, education and clinical scenarios [26,29].  

 

 
 

Fig. 6. Semantic web mining 
 
Mining SW data requires collecting various resources from multiple websites in the form of RDF, OWL, 
RSS or FOAF [30]. After that, it needs cleaning by using different techniques for example removing log 
entries that are not necessary for mining such as scripts and graphics [31]. Next, knowledge is extracted and 
analyzed from the SW data.  
 

5. Methodology 
 
Mining semantic web using fuzzy C-means algorithm and DotNetRDF. DotNetRDF is used with writing 
programming language codes. How the proposed approach works, can be summarized as follows: 
 

SW dataset can be created or bring it from external sources, following by checking the dataset for 
validity. As a result, the valid dataset and triples are obtained.  
 
Writing programming language with DotNetRDF for SW data to extract important information from the 
data. In this paper, C# programming code in Visual studio and DotNetRDF. 
 
Finally, the table of data, which contains URIs and literals, and the final results, is ready to mined using 
fuzzy c-means. Applying fuzzy c-means produces the centroids, fuzzy clusters. 
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This system is classified into two main parts, the first part is Semantic web and second part is Data 
Ming.   
 

5.1 Semantic web part 
 
First of all, we need a dataset to implement. The dataset can be created using DotnetRDF tools in Visual 
studio. Although, dataset can be imported as either external dataset from a machine or an external online 
link. The dataset needs to be checked for validity because it is possible that the external SW data is invalid 
dataset. Then, the valid RDF, RDFS or Owl is obtained from the SW dataset, as well as, triples (subjects, 
predicates, objects) as shows in Fig. 7. Next step is converting the triples to traditional dataset.  
 

 
 

Fig. 7. Validate and SPARQL of SW datasets 
 

5.2 Converting semantic web dataset to traditional dataset  
 
To convert SW data to traditional dataset, there are two methods to undertake that, in this project both of 
them are utilized. The first method is using SPARQL query to convert SW dataset to traditional dataset and 
the second method is using programming language code. SPARQL derives information from SW dataset. 
Firstly, the semantic web data are required to be analyzed. The important information can be retrieved from 
SW dataset. Second method is using programming language to retrieve important information from RDF, 
RDFS or OWL. The problem with both methods is that for each dataset, particular query or particular 
programming code is required to write. Also, DotNetRDF is required if programing language is used to 
retrieve important information from the SW dataset.  
 

5.3 Data mining part 
 
The second step is mining of the web semantic dataset using fuzzy C-Means algorithm that is one of the 
most widely used and well-known algorithm. Data mining part is implemented according to Fig. 8.  
 

 
 

Fig. 8. Data mining processes 



Dataset: the traditional dataset, which is produced from the semantic web data, is dataset for the system. 
Also, we can add dataset from other sources. 
 
Preprocessing dataset: is cleaning dataset from the noisy data, and arranging d
 
Apply fuzzy c-means algorithm: is applying the proposed algorithm on the dataset.  And finally we have the 
results.  
 
The reason to apply FCM algorithm in this paper is that it allows one data item belongs to more than one 
clusters. But any data item in the hard cluster algorithms belongs to one cluster only. The FCM algorithm 
works by conveying membership to each data point equivalent to each cluster center on the base of distance 
between the cluster and the center. Noticeably, the summation of me
one. 
 

6 Results 
  
6.1 Creating semantic web data 
 
One of the uses of DotNetRDF in Visual Studio 2010 is creating SW datasets. Creating the SW dataset 
requires programming codes. SW dataset is RDF, RDFS or OWL, and then triple is produced from the SW 
dataset in order to support users to understand SW dataset easily. Triples are consi
components; subjects, predicates, and objects which are shown in 
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Also, we can add dataset from other sources.  

Preprocessing dataset: is cleaning dataset from the noisy data, and arranging dataset. 

means algorithm: is applying the proposed algorithm on the dataset.  And finally we have the 

The reason to apply FCM algorithm in this paper is that it allows one data item belongs to more than one 
tem in the hard cluster algorithms belongs to one cluster only. The FCM algorithm 

works by conveying membership to each data point equivalent to each cluster center on the base of distance 
between the cluster and the center. Noticeably, the summation of membership of any data item is equal to 

web data  

in Visual Studio 2010 is creating SW datasets. Creating the SW dataset 
requires programming codes. SW dataset is RDF, RDFS or OWL, and then triple is produced from the SW 
dataset in order to support users to understand SW dataset easily. Triples are consisted of three main 
components; subjects, predicates, and objects which are shown in Fig. 9. 

 

Fig. 9. The graph of vehicle RDF 
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traditional dataset, which is produced from the semantic web data, is dataset for the system. 

means algorithm: is applying the proposed algorithm on the dataset.  And finally we have the 

The reason to apply FCM algorithm in this paper is that it allows one data item belongs to more than one 
tem in the hard cluster algorithms belongs to one cluster only. The FCM algorithm 

works by conveying membership to each data point equivalent to each cluster center on the base of distance 
mbership of any data item is equal to 

in Visual Studio 2010 is creating SW datasets. Creating the SW dataset 
requires programming codes. SW dataset is RDF, RDFS or OWL, and then triple is produced from the SW 

sted of three main 

 



6.2 Validating semantic web dataset
 
RDF can be created using DotNetRDF
be copied and past into the application. Then the semantic web data can be checked for validity before 
converting into triples and traditional dataset (

 

6.3 Triples 
 
Triples consist of subjects, predicates and objects. The three main components of the Triple can be separated 
as explained in the Fig. 11. In the above application when the user clicks on (validation & parsing) button, it 
will show the triples and valid RDF (Fig. 
 
6.4 Results of the data mining part
 
In DM part, fuzzy C-means algorithm is applied. Firstly, we need to upload the excel file which is ready to 
be mined, then, the excel file shows in the system as explained in 
 
After uploading the excel file, all the column’s names are appeared in the drop down list as shows in figure 
13. Thus, we need to specify one of the columns that we want to mine according to it.
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semantic web dataset 

RDF can be created using DotNetRDF or it can bring from online link. As well as the semantic web data can 
be copied and past into the application. Then the semantic web data can be checked for validity before 
converting into triples and traditional dataset (Fig. 10).  

 
Fig. 10. Bring OWL from URI 

 

Triples consist of subjects, predicates and objects. The three main components of the Triple can be separated 
11. In the above application when the user clicks on (validation & parsing) button, it 

Fig. 11). 

part 

means algorithm is applied. Firstly, we need to upload the excel file which is ready to 
be mined, then, the excel file shows in the system as explained in Fig. 12. 

After uploading the excel file, all the column’s names are appeared in the drop down list as shows in figure 
13. Thus, we need to specify one of the columns that we want to mine according to it. 
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or it can bring from online link. As well as the semantic web data can 
be copied and past into the application. Then the semantic web data can be checked for validity before 

 

Triples consist of subjects, predicates and objects. The three main components of the Triple can be separated 
11. In the above application when the user clicks on (validation & parsing) button, it 

means algorithm is applied. Firstly, we need to upload the excel file which is ready to 

After uploading the excel file, all the column’s names are appeared in the drop down list as shows in figure 



Fig. 11. Validation RDF and creating Triples from UR
 

Fig. 12. Showing 
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Validation RDF and creating Triples from URI source 

 
 

Showing the traditional dataset after uploaded excel file 

 
 

Fig. 13. Select the target column 
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We can see the results as it is shown in 
 

It can be noticed, in Fig. 14, that each value can be divided into two numbers and the total of these two 
numbers needs to equal one, for example (0.9, 0.1), (0.3, 0.7) and (0.4, 0.6). To make the values between 0 
and 1 all the values need to be divided by the largest number
one is equal to Uij2. 
 
As a result, we have matrix of Uij and keep updating Uij until we have the final matrix, figure 14 is the final 
matrix for the above DM example. The summation of every both values in
For example  
 

0.84241681117096 + 0.15758318882904 = 1
0.980298885627424 + 0.0197011143725763 = 1
0.570289473262615 + 0.429710526737385 = 1

 
These values, which can range between zero
membership of 0.0197011143725763 is very low. But the membership of 0.980298885627424 is very high, 
even it is close to crisp membership. Every values in the dataset has two values, both values are the 
memberships of different clusters.  
 
The dataset is divided to two clusters so that there are two centroids. In 
been clearly seen; the loops of both centroids are continuing until the most proper centroids are found th
the loop will stop. The final values for centroids are (201.0178, 124.654560). Also, the clustering will be 
grouped according to final centers. 
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We can see the results as it is shown in Fig. 14, if we choose topSpeedKMperH column. 

 
 

Fig. 14. The Matrix of Uij 
 

14, that each value can be divided into two numbers and the total of these two 
numbers needs to equal one, for example (0.9, 0.1), (0.3, 0.7) and (0.4, 0.6). To make the values between 0 
and 1 all the values need to be divided by the largest number in the selected dataset. The result of Uij1 minus 

As a result, we have matrix of Uij and keep updating Uij until we have the final matrix, figure 14 is the final 
matrix for the above DM example. The summation of every both values in the same level is equal to one, 

0.84241681117096 + 0.15758318882904 = 1 
0.980298885627424 + 0.0197011143725763 = 1 
0.570289473262615 + 0.429710526737385 = 1 

These values, which can range between zero to one, are the membership values. For example, the 
membership of 0.0197011143725763 is very low. But the membership of 0.980298885627424 is very high, 
even it is close to crisp membership. Every values in the dataset has two values, both values are the 

set is divided to two clusters so that there are two centroids. In Fig. 15, the list of the centroids has 
been clearly seen; the loops of both centroids are continuing until the most proper centroids are found th
the loop will stop. The final values for centroids are (201.0178, 124.654560). Also, the clustering will be 

 
 

Fig. 15. The centers 
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14, that each value can be divided into two numbers and the total of these two 
numbers needs to equal one, for example (0.9, 0.1), (0.3, 0.7) and (0.4, 0.6). To make the values between 0 

in the selected dataset. The result of Uij1 minus 

As a result, we have matrix of Uij and keep updating Uij until we have the final matrix, figure 14 is the final 
the same level is equal to one, 

to one, are the membership values. For example, the 
membership of 0.0197011143725763 is very low. But the membership of 0.980298885627424 is very high, 
even it is close to crisp membership. Every values in the dataset has two values, both values are the 

15, the list of the centroids has 
been clearly seen; the loops of both centroids are continuing until the most proper centroids are found then 
the loop will stop. The final values for centroids are (201.0178, 124.654560). Also, the clustering will be 



Furthermore, we can see the chart of matrix Uij and clusters as shows in the 
  

As we noticed that every points has value between 0 and 1 and X
example (0.98, 0.02) is the top point and so on. 
 

In Fig. 17, the dataset is classified into two groups, also the red points are centroids for each clusters. Fuzzy 
C-means is cleared in Fig. 17 because any data item can belong to more than one centroids.

Mohammed and Saraee; BJMCS, 16(4): 1-16, 2016; Article no.BJMCS

Furthermore, we can see the chart of matrix Uij and clusters as shows in the Figs. 16 and 17 respectively.

 
Fig. 16. Matrix Uij chart 

 
As we noticed that every points has value between 0 and 1 and X-axis is the complementation of Y
example (0.98, 0.02) is the top point and so on.  

 
Fig. 17. The clusters chart 

 
17, the dataset is classified into two groups, also the red points are centroids for each clusters. Fuzzy 

17 because any data item can belong to more than one centroids. 
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16 and 17 respectively. 

 

axis is the complementation of Y-axis for 

 

17, the dataset is classified into two groups, also the red points are centroids for each clusters. Fuzzy 
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7 Conclusion and Future Works 
 
The future of the World Wide Web is going in the direction of SW, which is a rich source of data. In order to 
mine SW data, DM techniques can be used to analyses SW data from a variety of online sources to retrieve 
important information. Clustering techniques in DM can be used to cluster a huge amount of SW data into 
groups. This research explains the importance of applying FCM algorithm rather than hard (CRISP)                    
K-means because in FCM data items belong to more than one cluster.   
 
The proposed solution needed diverse steps and achievements. First step in this proposed system was the 
selection of SW dataset or the creation from different sources because I chose various datasets for different 
reasons such as online sources, datasets from imported external data or creating datasets in this system. 
 
Second step was validation of semantic web datasets because I understand that every SW dataset is not valid. 
After checking the validity, the triples are produced.  
 
Thirdly, the transformation of SW dataset to traditional dataset using C# language is required writing a set of 
codes to transfer SW dataset to traditional dataset. In contrast, SPARQL can be written to transfer SW 
dataset to traditional dataset. 
 
Fifthly, the reason for applying the specific DM algorithm was to make the system more advanced.  
 
Finally, the results of DM consist of the following three results; matrix Uij, clusters and centroids of the 
clusters. The results include graphs of the results such as the scatter chart for matrix Uij and the scatter chart 
for clusters and centers.  
 
Future research should therefore concentrate on the investigation of detecting semantic web dataset 
automatically and convert it to traditional dataset. This will help user to avoid writing SPARQL or 
programming language for each semantic web dataset manually. 
 
Another possible area of future research would be to evaluate SWM using FCM system utilizing extra-
complicated semantic web data from various sources. This will examine the effectiveness and accurateness 
of SWM using FCM system. 
 
Finally, implementing other types of the fuzzy algorithms on semantic web data. Only FCM clustering is 
applied. Other types of fuzzy algorithms data mining can be applied as well. 
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